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Abstract— The primary goal of Alelo’s language and culture 
products is to help learners develop communicative competence. 
This paper gives an overview of Alelo’s instructional and tech-
nical approaches for developing communicative competence, and 
places pronunciation training within that broader context. 
Courses address a wide range of knowledge, skills, attitudes and 
other relevant factors pertaining to communicative competence, 
including pronunciation skills. Error detection and remediation 
play an important role; however they must be provided in a way 
that supports the broader goal of promoting communicative 
competence. Speech and language technology adapted for lan-
guage learners provides a foundation for this work. Focused pro-
nunciation activities, some of which require specialized speech 
models, support the learning process. Learner data is used to 
develop a profile of each learner’s competencies and predict their 
future attrition and decay. This makes it possible to provide 
learners with individualized curricula focusing on their individu-
al needs. 
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I.  INTRODUCTION  
The foremost objective of language learning is to 

communicate effectively in real-world settings and 
situations [2]. To achieve this, learners must acquire 
a variety of language-related knowledge, skills, abil-
ities and other related factors (KSAOs). Pronounc-
ing the sounds of the language is one of these skills, 
and one that is a common focus of computer-aided 
language learning. However it is not necessarily the 
most important skill. For example, the proficiency 
guidelines published by the American Council for 
the Teaching of Foreign Languages cite lack of ac-
cent as a criterion only at the highest levels of profi-
ciency [1]. Below that level it is sufficient for learn-
ers to be understood by native speakers of the lan-
guage. Various kinds of errors can impede under-
standing and lead to misinterpretation, including 
problems with grammatical structures and vocabu-
lary, unusual phrasing, or failure to conform to the 

pragmatic norms of discourse in the language. Na-
tive speakers frequently misjudge misunderstand-
ings of non-native speech as being due to poor pro-
nunciation [7], which may exaggerate the perceived 
importance of pronunciation errors. 

This paper gives an overview of the role of error 
detection and remediation within Alelo’s instruc-
tional approach, which centers on the use of social 
simulations to help learners develop communicative 
skills. The approach is realized in a technology plat-
form that is able to detect a range of language errors, 
both in the social simulations themselves and in oth-
er activities that help learners acquire the KSAOs 
that they will need to succeed in the social simula-
tions. The paper discusses the role of learner lan-
guage and learner errors in the underlying speech 
and language models. Then it focuses on methods 
for analyzing learner performance to provide feed-
back on pronunciation. Finally, the paper describes 
how learner performance data is used to assess 
communicative competencies in order to provide a 
learning experience customized to individual needs. 

II. INSTRUCTIONAL APPROACH AND EXAMPLES 
Alelo courses center on the use of social simula-

tions for practicing and assessing communication 
skills. Social simulations engage learners in conver-
sation with computer-generated characters. The 
computer characters interact with the learners in a 
manner appropriate to the social and cultural context 
of the conversation, and learners are encouraged to 
do the same. 

This approach is incorporated into a variety of 
courses, in use around the world for language and 
culture education and training. Figure 1 shows an 
example of a dialog implementing the social-



simulation approach, taken from a course in Tetum, 
the language spoken in East Timor. This course is 
intended for use by Australian military personnel 
preparing for overseas operations. In this dialog, the 
learner plays the role of a soldier named John Pear-
son (on the left) standing guard outside a restricted 
area. A computer-controlled character on the right, a 
Timorese man named Marco, wishes to enter the 
area. A conversation ensues. The learner engages 
with Marco by clicking on the Record button (top 
left) and speaking in Tetum. The system interprets 
the meaning of each learner utterance and the char-
acter responds accordingly. 

In this example, the dialog began with basic 
greetings and rapport-building exchanges, as is cus-
tomary in Timorese culture. The learner then at-
tempted to inform Marco that the area is closed and 
off-limits. However the learner has made a mistake 
in using the word “loke” (open) instead of “taka” 
(closed), leading to confusion on Marco’s part. The 
learner is forced to correct himself and explain that 
the area is in fact closed. 

 
Figure 1.  Example social simulation 

The approach is motivated by research in how 
people learn in context [3]. The context affects how 
communicative skills are learned and how they are 
recalled and applied in real-world settings. The so-
cial-simulation approach therefore builds on the the-
ory and methods of task-based language instruction 
[5]. As with other simulation-based learning ap-
proaches, the social-simulation approach is an expe-
riential education method [4]. It gives learners op-
portunities to learn by doing and then seeing the re-
sults of what they did. Here, the learner had to ex-

plain to a man that he cannot pass, and saw the result 
of his mistake (the man asking for confirmation that 
he is free to enter). We refer to this type of error 
feedback as organic feedback, meaning that it is in-
trinsic to the behavior of the characters in the simu-
lation. Learners find this to be a highly salient and 
meaningful way of receiving feedback on their per-
formance. 

At the conclusion of the simulation, the system 
generates a summary of the learner’s performance 
(Figure 2). This helps learners see the areas where 
they need to improve, and helps instructors to track 
learner progress so that they provide additional 
feedback and guidance. As this example illustrates, 
learners receive feedback on multiple aspects of 
their language performance. First, they get feedback 
on how well they performed the task, i.e., whether 
they accomplished the objective. They get feedback 
on the quality of their language performance, includ-
ing how much they relied on hints, and whether they 
produced a variety of utterances instead of repeating 
the same memorized phrases over and over again. 
They also receive feedback on specific language er-
rors. In this case, the focus is on improper use of vo-
cabulary, a common problem for learners who are at 
the early stages of vocabulary mastery [11]. 

 
Figure 2.  Example scenario feedback 

Viewed in this context, pronunciation skill and 
pronunciation training play a supportive and dis-
tinctly secondary role in the simulation and in feed-
back. Learners do not get feedback on pronunciation 
from the characters in the simulation. It is unusual in 
real life for native speakers to critique learner pro-
nunciation in the course of a conversation, and such 
feedback would tend to break the sense of immer-
sion in the simulation and turn it into a pronuncia-



tion exercise. The structure of assessments such as 
Figure 2 is informed by the needs and preferences of 
language instructors. In the case of the Tetum 
course, Australian military instructors want to know 
firstly whether the learner is able to accomplish the 
task, and secondly their command of phrases, vo-
cabulary, and grammatical forms in performing it. 
Pronunciation accuracy is relevant, but has lower 
priority than these other factors. This prioritization is 
consistent with common standards for world lan-
guage instruction (e.g., [2]). 

This is not meant to imply that pronunciation ac-
curacy is insignificant. On the contrary, the social-
simulation approach requires careful attention to the 
language spoken by learners, including common pat-
terns of pronunciation errors, and techniques for 
preventing them and remediating them. Otherwise 
dialogs such as the one shown might easily break 
down because the computer is unable to understand 
the learner’s speech with sufficient robustness and 
reliability, and therefore cannot engage effectively 
in conversation with the learner. 

III. MULTIMODAL COMMUNICATION WITH 
LEARNERS 

The foundation of the Alelo technical approach is 
a computational architecture for multimodal com-
munication, designed for use in learning applica-
tions. This architecture is employed in all activities 
that involve social simulation, including interactions 
with animated characters such as the one with 
Marco in Figure 1. The following is a brief overview 
of this model; further details may be found in [8]. 

Processing in the Alelo architecture is a continu-
ous cycle of learner behavior interpretation, intent 
planning, and behavior generation. Behavior inter-
pretation involves processing input from the learner 
and inferring the communicative intent, i.e., the 
meaning that the learner intended to convey. In the 
intent-planning phase, the system decides what ac-
tion to take in response, typically a communicative 
action. Then, in the behavior-generation phase, the 
system determines how to perform the action. This 
architecture has much in common with other con-
versational agent architectures, such as the SAIBA 
architecture [15]. What makes it unique is that it is 
designed for use in teaching intercultural communi-
cation skills. 

We take a broad, comprehensive view of intercul-
tural communication, including both verbal and 
nonverbal skills. The architecture takes input from 
the learner through both a verbal and a nonverbal 
channel, and then interprets the combination in the 
context of the culture to arrive at a behavior inter-
pretation. The medium used for each channel de-
pends upon the capabilities of the computing plat-
form, as well as the learning objectives of the partic-
ular activity. 

Verbal input is commonly, although not exclu-
sively, obtained through speech processing. We 
have designed the architecture so that it can still 
function if the sound input channel or the speech 
recognition module has been disabled on the learn-
er’s computer. In such cases, learners may input 
their choices from menus instead. We are also look-
ing to support text input, to help learners develop 
written language skills, as well as improve their 
mastery of grammatical forms in the language. 

The nonverbal channel is used to capture gestures 
and body movements that have a communicative 
role in the target culture. This includes hand-gesture 
greetings (e.g., the palm-on-heart gesture common 
in the Islamic world), bowing, shaking hands, etc. In 
current courses, learners select these from menus; 
however, input could also be performed through a 
motion-capture interface such as Microsoft’s Kinect 
system. 

The output of the behavior-interpretation phase is 
a communicative act that describes the intended 
communicative function of the learner’s input, to-
gether with features of the input that are useful for 
analysis of learner performance, e.g., a transcription 
of the spoken utterance and its duration. Communi-
cative functions play a central role in the system, 
since the primary learning objective is to develop 
communicative competence. The dialog system pro-
cesses communicative acts in real time, allowing 
non-player characters to respond appropriately to 
each dialog move the learner makes in the conversa-
tion. It also records and logs them for analysis and 
learner modeling. The learner modeling system uses 
the evidence from the learner’s behavior to assess 
the learner’s mastery of each of the communicative 
competencies in the curriculum [9]. 



IV. SUPPORT FOR LEARNER LANGUAGE 
A key feature of Alelo’s technical approach is 

that it is designed to process and understand learner 
language, i.e., language forms produced by learners 
[6]. All components of the architecture are designed 
with the characteristics of learner language in mind, 
particularly the language of novice-to-intermediate 
learners, who have been the most common users of 
Alelo products to date. 

Learner language at this level tends to have rela-
tively limited complexity, consisting of relatively 
short utterances. Learners at the novice level make 
frequent use of memorized phrases [1]. Learners 
tend to have a restricted vocabulary, which is speci-
fied in the course curriculum and therefore some-
what predictable. These factors, together with the 
task and dialog context, serve to constrain the com-
plexity of the natural language the system needs to 
understand. Thus, for example, in the dialog context 
in Figure 1, Marco can expect the learner to engage 
in a relatively limited range of communicative func-
tions, and express them in a limited number of ways. 

At the same time, learner language can have a 
broad range of variability in terms of accent, pro-
nunciation errors, and other errors in linguistic forms 
and usage. The behavior-interpretation system there-
fore must have sufficient tolerance for variability 
and sensitivity to error. Tolerance for variability 
needs to be sufficient to allow the system to success-
fully interpret the learner’s speech in most cases and 
respond accordingly, particularly in a dialog context. 
Sensitivity to error is required in order to detect and 
classify learner errors, assess learner mastery of 
component linguistic skills, and provide constructive 
feedback. 

The desired degree of tolerance and sensitivity 
depends upon the level of the course and the learn-
ing objectives of the particular learning activity. For 
beginners, the highest priority is building confidence 
and allowing them to experience success; therefore a 
high tolerance for pronunciation errors is important. 
As learners progress, the tolerance for errors should 
decrease, to encourage them to improve. 

To achieve sufficient tolerance for variability in 
learner pronunciation, we train our speech recogni-
tion models using a mixture of native speech and 
learner speech. The incorporation of learner speech 
helps to ensure that the input system is relatively 

tolerant of variability in accent. The speech recog-
nizer combines a language model built out of vo-
cabulary and phrases from the course, and a “gar-
bage model” that can match with low probability 
against any utterance. The garbage model ensures 
that each learner utterance is positively recognized 
with sufficient probability, thereby minimizing the 
occurrence of false recognitions. 

The speech input system dynamically switches 
between language models as the learner progresses. 
As the learner advances to more complex material, 
the perplexity of the language model increases. This 
has the effect of progressively increasing the accura-
cy threshold for the learner’s speech, since utteranc-
es need to be recognized with progressively higher 
probability to distinguish them from alternative 
phrases and from the garbage model. 

Sensitivity to error is achieved by incorporating 
common learner errors into the language model. The 
choice of which errors to include depends on the ob-
jectives of the learning activity, the reliability with 
which errors can be detected, and what sort of feed-
back is appropriate in a given context. Since learn-
ing objectives cover a range of linguistic forms (vo-
cabulary, phrases, and grammatical structures), func-
tions (communicative functions and rhetorical struc-
tures), and practices (pragmatics and context-
dependent determiners of usage), a variety of types 
of errors can occur, and these can potentially be cap-
tured in the language model. In practice we utilize 
such error models mainly in focused exercises in-
volving specific communicative skills, and only to a 
limited extent in extended dialogs (as in Figure 1), 
since this would defeat the purpose of the latter. If 
we were to continually interrupt the dialog with 
feedback on grammar and pronunciation, for exam-
ple, the activity would quickly cease to be an exer-
cise in communication and become an exercise in 
grammar and pronunciation. 

We have conducted evaluations of the perfor-
mance of the spoken dialog system, and have report-
ed the results elsewhere [13]. In [13] we evaluated 
the speech-understanding performance of our Sub-
saharan French course against human raters. The 
percentage of misunderstandings (where the system 
assigned an interpretation that was different from the 
expert raters’ interpretation) was quite low, 3.5% of 
the conversational turns. When human raters judged 
utterances to be incomprehensible, the system also 



rejected them as “garbage” 95% of the time. How-
ever there were many utterances (33% of the total) 
that the raters found comprehensible, but the system 
rejected as garbage. In 63% of these cases, the 
learners had one or more pronunciation errors. After 
further analysis, we concluded that many of the 
learners were confused by French orthography, and 
so we corrected the problem by providing better 
spoken hints, not by changing the speech under-
standing algorithms.  

At the same time, we want to ensure that learners 
and teachers have a positive subjective experience 
with the system. Do they feel that the speech input 
system has an appropriate degree of tolerance for 
error, so that the activity is neither too easy nor too 
difficult? In general the answer is yes, with the ex-
ception of tone errors in tonal languages such as 
Chinese. Since our speech models are built from 
segmental phonemes, our speech recognizer can’t 
distinguish tones in continuous speech, and is there-
fore overly tolerant of such errors. This requires us 
to make special provision for teaching the pronunci-
ation of tones in tonal languages, as will be de-
scribed below. 

V. PART-TASK LEARNING 
As noted above, successfully negotiating com-

plex dialogs requires mastery of a combination of 
knowledge, skills, abilities, and other characteristics 
(KSAOs) pertaining to linguistic forms, functions, 
and practices. To help learners acquire these compo-
nent KSAOs, Alelo courses provide a variety of 
structured part-task learning activities focused on a 
limited set of KSAOs. In these part-task exercises, 
learners receive much more detailed feedback on 
their performance of individual KSAOs, including 
pronunciation skills, than they do from extended dia-
logs. 

Figure 3 shows a common type of part-task learn-
ing activity called a mini-dialog, which enables 
learners to practice individual communicative func-
tions. This example is taken from the goEnglish 
course, an on-line course in colloquial American 
English developed for Voice of America. goEnglish 
is available in multiple languages and has over 
100,000 registered users worldwide. Learning mod-
ules deal with a variety of situations in everyday life, 
work, and school in the United States. 

This example is taken from a module on ordering 
food in a fast-food restaurant. There are a number of 
communicative practices involved in this activity 
that may be unfamiliar to people from other cultures. 
For example, when one orders a hamburger, one 
may choose from a range of toppings and condi-
ments. If the cook gets the order wrong, the custom-
er will need to negotiate with the restaurant staff to 
get it corrected. Part-task learning activities in the 
module introduce some of the individual communi-
cative skills that can be helpful in such situations.  

In this example, the learner has ordered a ham-
burger without tomato, and the hamburger arrives 
with a tomato slice on it. The learner’s task is to in-
form the counter worker of the error. The learner 
decides what to say and clicks on the record button 
to say it. The software evaluates the choice and 
gives a response. There is no single right way to 
complete the exercise. Any well-formed utterance 
that conveys the intended meaning and is appropri-
ate to the situation is rated as acceptable.  

 
Figure 3.  A mini-dialog exercise 

In this example, the learner’s input was “I asked 
no tomato.” This utterance illustrates a common 
learner mistake, i.e., omitting a function word, in 
this case “for.” The system detects the error and 
provides an explanation and feedback, presented in 
part by the Virtual Coach (top right), who pops up 
and comments on the learner’s response. Feedback 
typically includes a cognitive component (evaluation 
of the learner’s response) and an affective one (en-
couragement and mitigation of embarrassment). 
This approach builds on research showing that ped-
agogical agents that interact with learners in a so-
cially appropriate way can promote positive learner 



attitudes and yield improved student learning out-
comes [10]. 

To detect and respond to such errors, the speech 
processing system employs grammar-based lan-
guage models that match a variety of appropriate 
and inappropriate responses. Errors in grammar, 
morphology, semantics, and pragmatics are captured 
in this fashion. Pronunciation errors can be captured 
here as well, although in practice we tend to cover 
pronunciation in other activities that focus specifi-
cally on those skills. And since, as described above, 
a garbage model is active to capture utterances that 
do not match any of the expected responses, learners 
also get feedback if the system cannot precisely pin-
point the error. 

VI. PHONETICS AND PRONUNCIATION EXERCISES 
To further support the learning process, we pro-

vide part-task learning activities that focus on par-
ticular linguistic forms, including the sounds of the 
language. Some activities give learners opportunities 
to practice listening to and discriminating different 
sounds. Others give them practice speaking the 
sounds. These activities help to reinforce the phonet-
ic skills that learners are acquiring in the conversa-
tional exercises. 

 
Figure 4.  A sound discrimination exercise 

Figure 4 shows an example listening exercise, 
taken from an Iraqi Arabic course. It gives learners 
the opportunity to practice distinguishing the apical 
rhotic /r/ from the voiced velar fricative /ɣ/, translit-
erated here as “G.” English speakers often have dif-
ficulty distinguishing these sounds. Learners listen 
to a series of words containing one or the other of 
these sounds and indicate which sound they hear. 
This practice helps make them aware of the differ-

ences in sounds and better able to discriminate be-
tween them. 

Pronunciation practice activities give learners 
practice speaking the sounds of language. These also 
focus on the sounds that learners tend to confuse and 
have difficulty discriminating. Figure 5 shows one 
such pronunciation practice exercise for Iraqi Ara-
bic, again focusing on /r/ and /ɣ/. Learners are pre-
sented with minimal pair words that differ only in 
the target sound. They hear a native speaker pro-
nounce each word, then they attempt to pronounce 
them. The system rates how close each learner utter-
ance is to the two alternatives, and provides graph-
ical feedback on a moving slider (top center). As the 
learner repeats the exercise, the displays at the bot-
tom show their cumulative performance in produc-
ing these sounds. They continue until they are able 
to produce the sounds with sufficient reliability.  

These exercises employ acoustic models that are 
constructed specifically for discriminating such 
sounds. We collect recordings of both native Arabic 
speakers and language learners speaking the target 
minimal pair words and build the models from the 
recordings. This capability is still experimental, 
while we collect additional training data to increase 
recognition reliability. 

One of Alelo’s development partners, VIFIN 
(Videnscenter for Integration), has developed an ad-
ditional pronunciation practice activity using Alelo 
technology and has integrated it into a course they 
developed using Alelo’s SocialSimTM technology 
platform. This activity, called the Pronunciation 
Trainer, is shown in Figure 6. It is intended to help 
learners of Danish become familiar with its sounds. 
It presents the learner with a set of Danish words, 
each of which is an example of a particular phone in 
the Danish language. Learners repeatedly listen to 
and practice saying the words. A Danish speech rec-
ognizer developed collaboratively by VIFIN and 
Alelo attempts to recognize each word. A pedagogi-
cal agent named Harald (center right) provides feed-
back after each attempt. Each successful word 
recognition is treated as positive evidence that the 
learner has mastered the target phones, and each un-
successful recognition is treated as negative evi-
dence. The Pronunciation Trainer also serves as a 
reference tool. Learners can search not only words 
to practice pronunciation, but also single letters to 



find all words containing the letter with pronuncia-
tion variants. 

 
Figure 5.  A phone practice exercise  

 
Figure 6.  VIFIN’s Pronunciation Trainer 

As mentioned above, tone production is a signifi-
cant part of pronunciation in tonal languages such as 
Mandarin Chinese. Speech recognition algorithms 
typically process segmental phones and are insensi-
tive to tones. So when we apply Alelo methods to 
tonal languages, we provide specialized pronuncia-
tion activities focusing on tone analysis and feed-
back. 

Figure 7 shows the user interface for a prototype 
tone practice exercise called Tone Warrior. In this 
exercise, learners practice speaking two-syllable 
phrases, and are evaluated on their ability to produce 
accurate tones in these phrases. Two-syllable 
phrases expose learners to the complex interactions 
between the tones of adjoining syllables in lan-
guages such as Chinese, without introducing the 
added complexity of prosodic contours in continu-
ous speech.  

Tones are represented by pitch or fundamental 
frequency (f0) [14], and analyzed using a super-
resolution pitch detection (SRPD) algorithm [12]. 
The interface presents smoothed pitch contours that 
allow the learner to compare the shape of tones spo-
ken by a native speaker with their own tones. The 
pitch detection algorithm can also distinguish quali-
tative tone shapes, such as the shapes of the four 
tones in Mandarin Chinese, and so can detect when 
the tone shape of a particular word is incorrect, as in 
this example. 

 
Figure 7.  Tone Warrior pronunciation activity 

VII. CONCLUSIONS 
This paper has provided an overview of automat-

ed error detection and feedback in the context of 
Alelo’s language and culture courses, and has placed 
pronunciation error detection and feedback in that 
context. Alelo’s approach emphasizes communica-
tive competence, consistent with commonly recog-
nized proficiency standards. Alelo’s speech technol-
ogy is designed to support robust human-computer 
conversational interactions, in the context of social 
simulations. Pronunciation error detection plays a 
role in this context, alongside detection of other 
types of language errors, insofar as it supports the 
broader goal of promoting communicative compe-
tence. 

Proficiency standards indicate that as learners ad-
vance, the accuracy of their pronunciation should 
also improve. Alelo’s spoken dialog technology is 
consistent with this model, since it requires learners 
to produce more accurate language in advanced dia-
logs than in beginning-level dialogs. 



As Alelo continues to develop its learning meth-
ods and supports more advanced levels of language 
proficiency, pronunciation error detection can play a 
more significant role. We therefore see an expanding 
role for pronunciation practice activities that com-
plement conversational practice activities. There is 
also a role for pronunciation assessment within con-
versational practice activities, as a component of an 
overall summary of the learner’s competencies. 
However we will continue to view pronunciation as 
just one skill among the many linguistic KSAOs that 
learners must master, in support of the overarching 
goal of promoting communicative competence. 
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